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Abstract

A flow-pattern-dependent model, traditionally used for calculation of pressure drop and water hold-up, is accustomed
for calculation of the liquid production rates in oil–water horizontal flow, based on the known pressure drop and water
hold-up. The area-averaged steady-state one-dimensional two-fluid model is used for stratified flow, while the homoge-
neous model is employed for dispersed flow. The prediction errors appear to be larger when the production rates are cal-
culated instead of pressure drop and water hold-up. The difference in the calculation accuracies between the direct and
inverse calculation is most probably caused by the different uncertainties in the measured values of the input variables
and a high sensitivity of the calculated phase flow-rates on even small change of the water hold-up for certain flow regimes.
In order to locate the source of error in the standard two-fluid model formulation, several parametric studies are per-
formed. In the first parametric study, we investigate under which conditions the momentum equations are satisfied when
the measured pressure drop and water hold-up are imposed. The second and third parametric studies address the influence
of the interfacial waves and drop entrainment on the model accuracy, respectively. These studies show that both interfacial
waves and drop entrainment can be responsible for the augmentation of the wall-shear stress in oil–water flow. In addition,
consideration of the interfacial waves offers an explanation for some important phenomena of the oil–water flow, such as
the wall-shear stress reduction.
� 2007 Elsevier Ltd. All rights reserved.
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1. Introduction

The optimisation of oil production logging strongly depends on a reliable estimation of the oil and water
production rates in tubing at angles from horizontal up to vertical. The presence of water in the down-hole
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producing wells is likely to occur as oil fields have reached their mature phase. The accurate prediction of the
oil and water flow-rates appears not to be an easy task since the oil and water production rates depend
strongly on factors such as oil and water properties, pipe material, pipe diameter, Reynolds number of each
phase, etc. Usually, these factors interact with one another leading to complex relationships.

In contrast to the extensively studied gas–liquid flows, topics regarding liquid–liquid flow received less
attention, despite the relevance of the flow, both for industrial applications and for understanding of the fun-
damental physics of the multi-phase flow. Brauner and Moalem Maron (1991) first proposed the liquid–liquid
flow-pattern-transition model. The transition from a stratified flow to other flow configurations is described by
parameters obtained from the stability analysis and well posedness of the two-fluid model equations. Compar-
isons of the model results with available experimental data were satisfactory.

Trallero (1995) introduced the flow-pattern model for oil–water flow based on the Kelvin–Helmholtz sta-
bility analysis of the interface for liquid–liquid flow. The model was applied to horizontal and slightly inclined
flows with moderate success. It was stressed that the model is not suitable for low or high values of hw/D (hw is
water-layer height, D is pipe diameter) due to the damping effect of the pipe wall. This makes the sheltering
approximation not valid.

Apart from a model for predicting the flow pattern, closure relations are needed for the wall- and interfa-
cial-shear stresses. Single-phase based closure relations are commonly used even though their limitations have
long been recognised. The widely used closure relations do not account for the physical phenomena charac-
teristic for the multi-phase flow, such as interfacial waves, entrainment of droplets of opposite phase and
curved interface. Deficiencies of the commonly used closure relations were reported by Ullmann et al.
(2003) and Ullmann and Brauner (2004) among others. Recently, Ullmann and Brauner (2006) proposed
new closure relations for the two-fluid model for stratified-smooth and stratified-wavy flows. The new empir-
ical correlations were introduced to account for the wave effects on the interface curvature, the interfacial-
shear and the liquid wall-shear stresses. However, the empirical correlations were derived based on gas–liquid
experimental data. Since the liquid–liquid flow significantly differs from the gas–liquid system, some of the
model coefficients need to be re-calibrated.

A flow-pattern-dependent model is traditionally used for predicting the flow pattern along with the pressure
loss and the phase hold-ups in pipes at different angles. The prediction accuracy depends on the accurate pre-
diction of the oil–water flow pattern. Based on the flow-pattern prediction, the two-fluid model (for the strat-
ified flow) or the homogeneous model (for the dispersed flow) is employed. Recent technological developments
aim to determine the down-hole pressure loss and phase hold-ups, which would open a space for model pre-
diction of the oil and water production rates from limited down-hole information. The aim of this work is to
develop a method for computing the oil and water superficial velocities based on pressure gradient and hold-
up information in horizontal oil–water flows. This practice is denoted as inverse modelling.

Rodriguez et al. (2004) presented the principle of inverse modelling and applied it to available oil–water
horizontal pipe flow data (Elseth, 2001; Trallero, 1995). The agreement with experimental data was satisfac-
tory. However, the applied methodology did not always ensure a unique solution. The methodology was also
not straightforward since the resulting superficial velocities had to be obtained through a graphical
interpretation.

Guet et al. (2006) used a subset of dispersed flow data from the Rodriguez and Oliemans (2006) measure-
ments to assess the capability of applying the inverse technique to determine oil–water flow-rates. A hybrid
water-cut-dependent model was introduced for the effective viscosity of a water-in-oil dispersion valid up to
the inversion point determined with a literature correlation. The proposed reconstruction method is straight-
forward since the mixture velocity is obtained directly from the momentum equation. The velocities for all
pipe inclinations were reconstructed with an accuracy of 50%, while for the case of horizontal flow an accuracy
of 17% was achieved.

The focus of this work is on the stratified and dual continuous oil–water flow in a horizontal pipe. The
reconstruction method is developed for the prediction of the oil and water superficial velocities. The prediction
accuracies with the base flow-pattern dependent model are investigated alongside with the possibility to
improve the two-fluid model by accounting for the interfacial waves and drop entrainment. Several parametric
studies are conducted in order to assess the influence of oil–water interface related phenomena, such as the
interfacial waves and drop entrainment, on the model accuracy.
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2. The flow-pattern-dependent method

The flow-pattern-dependent method uses two sub-models, the homogeneous model for dispersed flows and
the two-fluid model for stratified flows. Based on the predicted flow pattern, the appropriate sub-model is
employed. The Trallero model for prediction of the flow patterns is used in this work.

2.1. Two-fluid model

In the two-fluid approach, the momentum equations are solved for each phase with an assumption that no
mixing occurs at the interface. The interface is assumed to be flat. The momentum equations for the two fluids
can be written as
1 Fo
� dP
dx
þ su

Su

Au

� si

Si

Au

þ qug sin a ¼ 0; ð1Þ

� dP
dx
þ sl

Sl

Al

� si

Si

Al

þ qlg sin a ¼ 0; ð2Þ
where P is the pressure, s stands for the wall-shear stress, Su and Sl are the wall perimeters of the upper and
lower fluids respectively, Si is the interfacial perimeter, A is the cross-sectional area, q is the density, g is the
gravitational acceleration and a is the inclination angle from the horizontal. The subscripts1 u, l and i refer to
the upper phase, the lower phase and the interface, respectively.

Eliminating the pressure drop from Eqs. (1) and (2), the following equation is obtained:
�sl

Sl

Al

þ su

Su

Au

� siSi

1

Au

þ 1

Al

� �
� ðql � quÞg sin a ¼ 0: ð3Þ
The wall-shear stresses acting on each phase are expressed as a function of the phase bulk-velocity U and a
corresponding friction factor f:
s ¼ 1

2
f qU jU j: ð4Þ
The friction factor f is calculated by the Haaland (1983) formula:
f ¼

16
Re if Re < 1500;

�3:6log10
6:9
Re þ e

3:7Dh

� �1:1
� �� 	�2

if Re > 1500;

8><>: ð5Þ
where Dh is the hydraulic diameter, Re ¼ qDhU
m is the phase-Reynolds number and e is the pipe-wall roughness.

The friction factor f is calculated using definitions of the equivalent hydraulic diameters (Brauner and Moalem
Maron, 1991):
for U l > Uu; Dhl ¼
4Al

Sl þ Si

and Dhu ¼
4Au

Su

; ð6Þ

for U l < Uu; Dhl ¼
4Al

Sl

and Dhu ¼
4Au

Su þ Si

: ð7Þ
For the interfacial-shear stress, the closure relation is
si ¼
1

2
fiqf ðU l � UuÞ2; ð8Þ
where fi and qf are taken equal to the friction factor and density of the faster moving phase respectively.
r the standard two-fluid model subscripts u and l correspond to oil and water, respectively.
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2.2. Homogeneous model

The homogeneous model treats a mixture of the phases as a single fluid with the average properties defined
as
qm ¼ eoqo þ ewqw; ð9Þ
U m ¼ U os þ Uws; ð10Þ
where ew ¼ Aw

A and eo ¼ Ao

A are water and oil hold-ups, U os ¼ AoUo

A and U ws ¼ AwUw

A are water and oil superficial
velocities respectively.

The pressure drop is calculated as
dP
dx
¼ � 2f mqmU 2

m

D
� qmg sin a; ð11Þ
where fm is calculated by Eq. (5) based on the mixture Reynolds number Rem ¼ qmDUm

mm
.

The transition from water-in-oil to oil-in-water dispersion is determined by the correlation for the critical
water cut proposed by Arirachakaran et al. (1989):
Cw;crit ¼ 0:5� 0:1108log10

lo

lw

� �
: ð12Þ
If the water cut Cw ¼ ð Uws

UwsþUos
Þ is smaller than Cw,crit, dispersion is denoted as Dw/o, otherwise as Do/w. The

hybrid water-cut dependent model, proposed by Guet et al. (2006), is used to calculate the mixture viscosity
(lm) needed to determine the mixture-Reynolds number. The mixture viscosity for a dispersion of water in oil
is defined as
lm ¼
ð1þ 2:5ed þ 14:1e2

dÞlc if ed < ed;c;

½ð1þ 2:5ed;c þ 14:1e2
d;cÞlc�ð1� UÞ þ ½lded;e þ ldð1� ed;eÞ�U if ed > ed;c

(
ð13Þ
in which ed is the hold-up of the dispersed phase, ed,c is the maximum dispersed phase volume fraction for
which drop break-up due to turbulence dominates over drop coalescence, ed,e is a fraction of large drops
and U is an indication of the relative fraction of large drops present in the mixture. Guet et al. (2006), based
on previous work of Brauner (2001), estimated ed,c � 0.089. ed,e is estimated as
ed;e ¼ ed � ed;c; ð14Þ
while U is estimated by
U ¼ ed � ed;c

ed
: ð15Þ
2.3. Reconstruction technique for the oil and water flow-rates

The prediction of pressure drop and water hold-up, by the flow-pattern-dependent model, is straightfor-
ward since the oil and water velocities, needed for the flow-pattern prediction, are known variables. Fig. 1a
schematically shows the algorithm for the pressure drop and water hold-up calculations.

If the oil and water velocities need to be estimated based on the known pressure drop and water hold-up,
the flow pattern cannot be estimated directly but an iterative procedure has to be developed. The algorithm for
calculation of the oil and water flow-rates is presented schematically in Fig. 1b. The velocities obtained by the
two-fluid model proved to be more reliable for the determination of the flow pattern than the velocities cal-
culated by the homogeneous model. The flow-pattern dependent model applies the homogeneous model if the
flow is predicted to be fully dispersed.
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Fig. 1. (a) Schematic description of the algorithm for calculation of pressure drops and water hold-ups; (b) schematic description of the
algorithm for calculation of oil and water flow-rates.
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3. The results of the flow-pattern-dependent model

3.1. Calculation of pressure drop and water hold-up

A set of experimental data collected by Rodriguez and Oliemans (2006) for horizontal and slightly inclined
oil–water pipe flow of diameter Dp = 0.0828 m and length L = 15.5 m is used for model validation. The data
were collected in the Donau multi-phase flow loop (Shell Rijswijk, The Netherlands). The oil and water prop-
erties used in the experiment were lo = 7.5 mPa s, qo = 830 kg/m3, lw = 0.8 mPa s, r = 0.02 N/m and
qw = 1060 kg/m3. Steady-state data on flow patterns, two-phase pressure gradient and water hold-up were
obtained over a wide range of flow-rates for pipe inclinations of �5�, �2�, �1.5�, 0�, 1�, 2�, 5�. The charac-
terisation of flow patterns and identification of flow-pattern boundaries were achieved via observation of
recorded movies and by analysis of the relative deviation from the homogeneous behavior. The values pre-
dicted by the model are compared to the experimental data using the averaged relative error:
e ¼
X

100 �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
/mod�/exp

/exp

� �2
r

N
½%�; ð16Þ
where / is a comparing variable, the subscript mod indicates model prediction, the subscript exp indicates the
corresponding experimentally measured value and N is the number of the experimental points used for
comparison.

The oil–water flow patterns observed in the experiments were in line with the flow-pattern classification
proposed by Trallero (1995):
Stratified smooth
 ST

Stratified wavy
 SW

Stratified flow with mixing at the interface
 ST&MI

Dispersion of oil in water and water
 Do/w & w

Dispersion of oil in water
 Do/w

Dispersion of water in oil
 Dw/o

Dispersion of water in oil and oil in water
 Do/w & Dw/o
Fig. 2 presents the results obtained with the flow-pattern-dependent model for horizontal-pipe flow. Predic-

tion of the flow patterns by the Trallero model is shown in Fig. 2a. An error in predicting flow pattern is cal-
culated by
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Fig. 2. (a) The flow map predicted by the Trallero model; (b) the water hold-up predicted by the two-fluid model; (c) the pressure drop
predicted by the two-fluid model; (d) the water hold-up predicted by the homogeneous model; (e) the pressure drop predicted by the
homogeneous model.
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efp ¼
N � N corr

N
100½%�; ð17Þ
where N is the number of the experimental points used for comparison and Ncorr is the number of points for
which the flow pattern is correctly predicted. The overall agreement between the experimental flow map and
that predicted by the model is 72%. The dispersed flow patterns (Do/w & Dw/o, Do/w and Dw/o) are more
accurately predicted (20% error) than the flow patterns in which one or two continuous layers exist such as ST,
ST&MI and Do/w & w (obtained accuracy is 68%). It can be noticed that the most pronounced disagreement
appears in the prediction of the border between the ST and ST&MI regions. The model significantly overes-
timates the size of the stratified region in the flow map. This reveals the difficulties to predict accurately the
occurrence of drop entrainment at the oil–water interface. The other borders between different flow patterns
are relatively well predicted with a small overestimation of the Do/w & Dw/o region. It is interesting to notice
penetration of the ST&MI region into the ST region. This was not visible in the Rodriguez and Oliemans
(2006) results even though the same model was used as in this research. The reason for this is in the resolution
of the calculated velocity pairs (Uos,Uws). We performed the calculation over the same velocity interval but
with a much larger number of the velocity pairs (Uos,Uws).

It is not obvious which model, two-fluid or homogeneous, should be applied in case of the Do/w & Dw/o
and Do/w & w flow patterns. Both flow patterns belong to dual-continuous flows. These flow patterns do not
satisfy conditions under which either the homogeneous or two-fluid model is derived. However, it was found
by Rodriguez and Oliemans (2006) that the Do/w & Dw/o behaves as dispersed flow, while the Do/w & w
presents an ambiguous behavior in terms of slip and might be treated as either stratified or dispersed flow.
It appears that the homogeneous model produces better results for the experimental points in the Do/w &
Dw/o region, while the two-fluid model is more suited for predicting the points in the Do/w & w region.
Therefore, the Do/w & Dw/o flow pattern is treated as a single phase and the homogeneous model is used
to calculate the mixed viscosity and density while for the Do/w & w flow pattern it is assumed that the inter-
face between phases exists and the standard two-fluid model is applied. The results obtained with both models
for these flow patterns, are presented in Tables 1 and 2.

Fig. 2b and c show the results for the water hold-up and pressure drop calculations, for the experimental
points predicted to be in the ST, ST&MI and Do/w & w regions. For these points, the two-fluid model is used.
The prediction of the water hold-up is relatively satisfactory with an averaged error of 10%. However, the
maximum deviation is high. It occurs for the experimental points with water hold-ups smaller than 0.1.
The pressure drop is predicted with an averaged accuracy of 31%. However, the maximum deviation is
also high (91%). The high prediction errors occur for the experimental points with dP

dx < 100 Pa=m, while
the experimental points with dP

dx > 100 Pa=m have errors smaller than 30%. All the points with a pressure gra-
dient smaller than 100Pa/m belong to the ST and ST&MI regions. For these points, the model underestimates
the wall-shear stress (and consequently the pressure gradient) for all the experimental points except one.

The two-fluid model fails to predict accurately the pressure drop and the water hold-up for almost all exper-
imental points with small or high values of the water hold-up. Since the oil–water interface is located in the
proximity of the thinner-layer-wetted wall, phenomena such as the interface waves, entrainment or curved
interface, may strongly affect the wall- and interfacial-shear stresses. However, the base two-fluid model does
not account for these phenomena. The underprediction of the wall-shear stress allows fluid to flow faster,
which leads to underprediction of the hold-up of the corresponding phase.
1
s for the experimental points with Do/w & Dw/o flow patter

Two-fluid model Homogeneous model

Averaged error [%] 14.4 8.4
Maximal error [%] 27.2 15.5
Averaged error [%] 4.4 1.6
Maximal error [%] 9.8 3.2
Averaged error [%] 11.5 4.0
Maximal error [%] 23.0 7.4
Averaged error [%] 8.4 4.8
Maximal error [%] 13.8 10.6



Table 2
Results for the experimental points with Do/w & w flow patter

– Two-fluid model Homogeneous model

dP
dx Averaged error [%] 14.0 16.7

Maximal error [%] 20.0 32.5
ew Averaged error [%] 3.6 7.8

Maximal error [%] 9.7 18
Uos Averaged error [%] 26 94

Maximal error [%] 54 212
Uws Averaged error [%] 5.4 4

Maximal error [%] 11 6.8
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Fig. 2d and e show the predicted water hold-up and pressure drop for the experimental points belonging to
the dispersed flow regimes. The maximum deviation in the water hold-up predictions is 45% and it occurs for
points with water hold-up smaller than 0.1. However, the averaged error is relatively small, which means that
high model errors occur only for few experimental points. The predictions for the pressure drop are also more
accurate than for the experimental points in the ST, ST&MI and Do/w & w regions. The maximum deviation
is 12% while the averaged error is 5%.

Dispersed flow occurs when the turbulent kinetic energy is sufficiently large to mix the phases and produce a
dispersion. The turbulent mixing reduces the slip between phases, which diminishes the effect of the interfacial-
shear stress on the momentum balance. In the dispersed flow, the wall-shear stress is mainly determined by
turbulence. The dominance of the Reynolds (turbulent) shear stress over the other components of the total
shear stress (such as the viscous component and components due to the periodic flow when interfacial waves
exist) and the fact that the interfacial-shear stress can be neglected due to the small phase-velocity difference,
makes the dispersed flow somewhat easier to model. This is the main reason for more successful model pre-
dictions of the pressure drop and water hold-up for the experimental points in the dispersed flow regimes.
3.2. Calculation of oil and water flow-rates

If the oil and water velocities need to be calculated by the flow-patter-dependent model, an iterative pro-
cedure, described in Fig. 1b, has to be applied. The same theoretical flow map, shown in Fig. 2a, is presented in
Fig. 3a in the dP

dx � ew coordinates. This is a more appropriate representation of the flow map since it is assumed
that the pressure gradient and water hold-up are the known variables. The model prediction of the flow pat-
terns is satisfactory, with an error of 24%.

Fig. 3b and c show predictions of the oil and water superficial velocities respectively, for the experimental
points predicted by the model to belong to the ST, ST&MI and Do/w & w regions. Average errors for both
phase-velocities are about 45% but the maximum deviations are very high. The experimental points in the dis-
persed flow regions are more accurately predicted with an average error of 15% for both superficial velocities
and maximum deviations of 122% and 96% for the oil and water superficial velocities, respectively.

Such poor model accuracy, especially for the points in the ST or ST&MI regions, is surprising, since the
maximum deviation when the pressure drop and water hold-up are calculated, is an order of magnitude smal-
ler. The disagreement with the measured velocities is largest for the flow conditions with one or both phase-
superficial velocities smaller than 0.3 m/s. Fig. 3a shows that the experimental points with the prediction errors
smaller than 30% are located mainly in the region defined by dP

dx > 100 Pa=m and 0.2 < ew < 0.8.
Since the same mathematical model is used, we expected model accuracies to be similar to those obtained

when the pressure drop and water hold-up are calculated. In order to understand the reasons for the higher
prediction errors when the superficial velocities are calculated, we investigate the sensitivity of the calculated
variables to a small change in the values of the input variables. In order to simplify the sensitivity estimation,
we focus on the dependence of the calculated water flow-rate on the input values of the water hold-up and
vice-versa. The data plotted in Fig. 4 are obtained by the two-fluid-model calculation in which the flow-rate
of the oil phase is kept constant while the flow-rate of the water phase is varying (the pressure drop and water
hold-up are then calculated). Fig. 4a and b show the values of ew depending on the water flow-rate and vice-
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Fig. 3. (a) The flow map predicted by the Trallero model; (b) the oil superficial velocities predicted by the two-fluid model; (c) the water
superficial velocities predicted by the two-fluid model; (d) the oil superficial velocities predicted by the homogeneous model; (e) the water
superficial velocities predicted by the homogeneous model.
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Fig. 4. (a, b) Two-fluid model results for the constant oil flow-rates, (c) estimated uncertainty for the water hold-up normalized by the
corresponding value of ew, (d) estimated uncertainty for the water flow-rate normalized by the corresponding value of Uws.
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versa. We use the Taylor’s theorem for estimation of the calculated water hold-up/flow-rate sensitivity to the
small change in the input values of the water flow-rate/hold-up.

According to Taylor’s theorem, a general function f can be expressed as follows:
f ½ðx1 þ e1Þ; ðx2 þ e2Þ; � � � ; ðxn þ enÞ� ¼ f ðx1; x2; � � � ; xnÞ þ e1
of
ox1

þ e2
of
ox2

þ � � � þ en
of
oxn
þ e2

1

2

o
2f

ox2
1

þ e2
2

2

o
2f

ox2
2

þ . . .þ e2
n

2

o
2f

ox2
n

þ � � � ; ð18Þ
where xn stands for n variables, and en is the uncertainty in each of these variables. If the higher order terms are
neglected and it is assumed that the probability of positive and negative uncertainty is equal, the overall uncer-
tainty can be defined as
ef ¼ f ½ðjx1j þ je1jÞ; ðjx2j þ je2jÞ; . . . ; ðjxnj þ jenjÞ� � f ðjx1j; jx2j; . . . ; jxnjÞ ¼ e1

of
ox1

þ e2

of
ox2

þ � � � þ en
of
oxn

:

ð19Þ
Using Eq. (19), the calculation sensitivity for ew and Uws can be estimated as follows:
eew ¼
oew

oU ws

eUws þ
oew

oUos

eUos ; ð20Þ

eUws ¼
oU ws

oew

eew þ
oU ws

oðdp=dxÞ eðdp=dxÞ; ð21Þ
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where eUws ; eUos ; eðdp=dxÞ and eew are the uncertainties in the water flow-rate, oil flow-rate, pressure drop and
water hold-up respectively. The second term in Eq. (20), which represents the calculation uncertainty due
the uncertainty in the input oil flow-rate, is neglected since we assume that there is nouncertainty in the input
oil flow-rates. The second term in Eq. (21) is also assumed to be zero in order to more clearly see the conse-
quences of the inverse calculation on ew and Uws. Both uncertainties, eUws and eew , are taken to be equal to 1%
of the measured values:
eUws ¼ 0:01U ws; ð22Þ
eew ¼ 0:01ew: ð23Þ
The gradients oew

oUws
and oUws

oew
can be calculated from the data plotted in Fig. 4a and b.

Fig. 4c and d show the estimated uncertainties by Eqs. (20) and (21), normalized by the corresponding val-
ues of the water flow-rates and water hold-up. It can be seen that the influence of the small change in the water
flow-rate on the calculated water hold-up is small. The estimated uncertainty for the water hold-up is smaller
than 1% for all considered values of water and oil flow-rates, see Fig. 4c. However, Fig. 4d reveals that even
1% change in the values of ew can cause the calculation uncertainty as high as 40%. It is interesting to notice
that the estimated uncertainty for the water flow-rate is the same for different values of the oil flow-rates. It
increases with the increase of the water hold-up. Knowing that the highest uncertainty in measuring ew

(around 8%) is present for small and high values of the water hold-up (Rodriguez and Oliemans, 2006), it
can be expected that the measuring error can significantly influence the calculation error when the phase
flow-rates are calculated by the two-fluid model. We assume that the difference in the calculation accuracies
between the direct and inverse calculation is caused by the different uncertainties in the measured values of the
input variables and a high sensitivity of the calculated phase flow-rates on even small change of the water hold-
up for certain flow regimes. This assumption is supported by the fact that an accuracy of the inverted method
is approximately the same as the accuracy of the standard method for a sufficiently high pressure drop and
moderate values of the water hold-up, see Fig. 3a.

4. A parametric study of the two-fluid model

A parametric study is made for the experimental points which flow pattern is denoted as stratified, in order
to determine the values of the oil and water wall-shear stresses that satisfy the two-fluid model equations when
the measured pressure drop and water hold-up are imposed. The same model equations, described in Section
2.1, are used except that the oil and water wall-shear stresses are defined as
sw ¼ sw;sp þ Dsw; ð24Þ
so ¼ so;sp þ Dso; ð25Þ
where sw,sp and so,sp are the wall-shear stresses calculated by Eq. (4), Dsw and Dso are parameters that can be
both positive or negative and sw and so are the total wall-shear stresses on the water and oil sides, respectively.
The subscript sp stands for single-phase. The closure relation (4) was derived for single-phase, wall-attached,
equilibrium flows such as the flows in pipes or channels. The wall-shear-stress component ssp is a wall-shear
stress that would be caused by the single-phase flow with the same Reynolds number and hydraulic diameter
as the corresponding phase has. The closure relation (4) is well founded for the multi-phase flow as long as the
flow dynamics and resulted flow structures are similar to those that exist in the single-phase flow. However, the
existence of the oil–water interface and related phenomena, such as the interfacial-shear stress, entrainment
and interfacial waves, makes the flow of oil and water in the upper and lower layers significantly different from
an equivalent (with the same Reynolds number and hydraulic diameter) single-phase flow. The wall-shear-
stress component Ds represents the part of the wall-shear stress that is related to the multi-phase flow phenom-
ena and cannot be anticipated by the closure relation (4).

The parameters Dsw and Dso are calculated directly based on the specified (experimental) flow-rates and
data of pressure gradient and hold-up via two-fluid model equations. The resulting oil and water wall-
shear-stress components (ssp,Ds), normalized by the total shear stresses (ssp + Ds), are presented in Fig. 5.
The component Ds is non-zero for almost all experimental points. The contribution of each component to
the total wall-shear stress can be seen in Fig. 5. It is important to notice that for some experimental points,
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Fig. 5. The wall-shear stresses ssp, Ds and s: (a) the oil side, ew > 0.5; (b) the water side, ew > 0.5; (c) the oil side, ew < 0.5; (d) the water side,
ew < 0.5.

1376 M. Hadžiabdić, R.V.A. Oliemans / International Journal of Multiphase Flow 33 (2007) 1365–1394
ssp

s is larger than 1, which implies a negative value of Ds
s since the sum of the components, normalized by the

total wall-shear stress, must be unity. For these points, the total wall-shear stress is reduced compared to the
wall-shear stress of the single-phase flow with the same flow parameters.

For both the oil and water phase, there is a critical phase-Reynolds number that determines which compo-
nent of the total wall-shear stress will dominate. Fig. 5a and c shows the components of the oil wall-shear
stress (so,sp,Dso), normalized by the total wall-shear stress (so), for the experimental points with ew > 0.5
and ew < 0.5 respectively. For both sets of the experimental points the critical Reynolds number appeared
to be around 4000. All experimental points, except one in both sets, with the oil phase-Reynolds number larger
than 4000, have the component so,sp larger than Dso. This indicates that the wall-shear stress, for these points,
is affected more by the single-phase-like turbulence than by the multi-phase-flow-related phenomena. The oil
wall-shear stress of the experimental points with Reo < 4000 is dominated by the Dso component (for some
points Dso is even as large as 80% of the total wall-shear stress). For these points, the multi-phase flow related
phenomena are more or equally important for determination of the wall-shear stress as the phenomena related
to the single-phase flow. There is a trend of a decrease of Dso with an increase of the oil phase-Reynolds num-
ber. This trend is more obvious for the experimental points characterised by a thick oil layer at the top
(ew < 0.5), see Fig. 5c. The decrease of Dso indicates that the influence of multi-phase flow related phenomena
over the wall-shear stress is diminishing with increasing phase-Reynolds number.

The critical Reynolds number for the wall-shear stress on the water side appears to be around 35,000, even
though it is more difficult to establish one due to the smaller number of the experimental points, especially
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those with ew > 0.5 and Rew < 40,000. However, the wall-shear stress is dominated by sw,sp for all of the exper-
imental points with water phase-Reynolds number larger than 35 000. The wall-shear stress component Dsw

decreases by increasing the water Reynolds number. There is a more obvious trend in distribution of Ds on
the thin water-layer side, see Fig. 5d, than on the thin oil-layer side shown in Fig. 5a. The main difference
between these two layers is the level of turbulence. The turbulent fluctuations in the more-viscous-oil layer
are strongly suppressed compared to the turbulent fluctuations in the less-viscous-water layer. The different
turbulence level, described by the phase-Reynolds number, is probably the main reason for different trends
in the distribution of Ds/s.

Fig. 6a and b show the total wall-shear stresses normalized by ssp. The total wall-shear stress is different
than 1 only if Ds 5 1. It can be seen that the wall-shear stress component Ds of the thicker-phase layer is
always smaller than the corresponding Ds of the thinner-phase layer (the only exception are the points for
which the wall-shear stress is reduced compared to the single-phase flow). This means that Ds depends on
the oil–water interface position. The region of the pipe wall closer to the interface is more affected by the inter-
face related phenomena and thus it has higher values of Ds. Fig. 6 also reveals that part of the wall-shear stress
caused by the multi-phase flow phenomena (Ds) can be several times higher than the wall-shear stress in the
corresponding single-phase flow (ssp).

Fig. 7 presents the wall-shear stress component Ds as a function of the phase densimetric Froude number
defined as
a

Fro ¼
qoU 2

o

gDqDh;o

; ð26Þ

Frw ¼
qwU 2

w

gDqDh;w

; ð27Þ
where Dq is the density difference, Dh,o and Dh,w are the oil- and water-phase hydraulic diameters respectively.
The Froude number is the ratio of inertial forces to gravitational forces, and as such can be relevant in describ-
ing the instabilities that lead to the occurrence of the interfacial waves (and possibly to entrainment). Grav-
itational forces tend to keep the interface steady and undisturbed while inertial forces act as the source of
instability. Fig. 7a and b reveals that Fr = 3 is the critical Froude number for the experimental points with
ew > 0.5 for both the oil and water phase. There is a local maximum in Dso/so and Dsw/sw at Fr = 3 after which
Dso/so and Dsw/sw gradually decrease as the Froude number increases. For a Froude number smaller than 3,
there is no clear trend in Dso/so distribution (more than one trend can be noticed). Dsw/sw decreases in two
points and then reaches a maximum for the lowest Froude number. Similarly, a critical Froude number exists
for the experimental points with ew < 0.5. However, for these points the critical Froude number differs and it
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appears to be 1 rather than 3. Dso/so increases with an increase of the Froude number until the critical value is
reached (Fr = 1) after which Dso/so gradually decreases toward zero. The same trend exists for Dsw/sw. The
difference between the critical Froude number for the oil–water flow with the thin oil-layer and the thin
water-layer is probably caused by the faster growth of the interfacial instabilities with the Froude number2

for the experimental points with ew < 0.5. The thin oil-layer and the thin water-layer of the same thickness
and the same velocity have a similar Froude number while their phase-Reynolds numbers differ significantly
due to different viscosities. This means that even though the phase-Froude number is similar, the interfacial
waves could be very different in frequencies and amplitudes depending on the viscosity of the thinner-layer
phase.

The physical picture of the thinner layer is more complex due to the complex interaction of the equally
important single-phase and multi-phase flow related phenomena. This could be a reason for the absence of
a clear trend in distribution of Ds for the thinner-layer phase, see Fig. 7a. However, it seems that this inter-
action is weaker in the thicker-layer flow. Fig. 7b and c show a clear trend in distribution of Ds on the thicker-
layer side. A stable and smooth oil–water interface is more likely to be present for a small Froude number
(Smolentsev and Miraghaie, 2005). For this flow condition Ds is small and s � ssp. The increase of the Froude
number indicates the growth of the interface instabilities. This leads to the occurrence of the interfacial waves.
2 The Froude number does not depend on the phase viscosities.
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As a result of the wave presence, Ds increases and reaches its maximum for the critical Froude number. Since
the increase of the phase-Froude number is followed by the increase of the phase-Reynolds number, at a cer-
tain point the single-phase-flow related wall-shear stress ssp becomes more dominant than the multi-phase-flow
related wall-shear stress Ds. This is a reason for the decrease of Ds with the further increase of the phase-Fro-
ude number.

Some important conclusions can be drawn from the data presented:

• A correlation between the Reynolds number and the wall-shear stress, valid for the single-phase close-to-
equilibrium flows, is not well-founded for the oil–water flows in which the interface related phenomena such
as interfacial shear, entrainment or interfacial waves, play an important role in the flow dynamics. Conse-
quently, the model for the interfacial-shear stress based on the wall-friction coefficient, for such flow con-
ditions, is also erroneous.

• Ds has a positive sign, both on the oil and water side, for 90% of the experimental points. This means that
the standard closure relations underpredict the wall-shear stress for these points. For approximately 50% of
the experimental points, the interfacial shear stress, estimated by closure relation (8), is significantly smaller
than the oil and water wall-shear stresses (si is smaller than 25% of the smaller wall-shear stress min(sw,so)).
Although, the interfacial shear stress, calculated by the closure relation, can be erroneous due to the over-
simplistic representation of the oil–water interface, the calculation errors that occur for the experimental
points with small oil–water velocity differences, are more probably due to erroneous prediction of the
wall-shear stress.

• A negative sign of Ds means that the wall-shear stress is smaller than it would be in the single-phase flow
with the same parameters (Re,Dh). The reduction of the wall-shear stress occurs for the flow condition
characterised by a thin layer of oil or water at the top or bottom of the pipe, with a phase-Reynolds number
smaller than 4000. Postponed transition from the laminar to turbulent regime can be responsible for the
wall-shear stress reduction. However, this is not conclusive since some of the points are deep in the laminar
regime.

• The wall-shear stress at the thicker-phase-wetted wall always has a smaller contribution coming from Ds
compared to the corresponding wall-shear stress on the thinner-phase-wetted wall. This supports an
assumption that Ds is generated by phenomena related to the existence of the oil–water interface. It also
indicates that Ds depends on the position of the oil–water interface.

• There is a trend of decrease of Ds with an increase of the phase-Reynolds number. This suggests that the
part of the wall-shear stress, caused by the single-phase-like turbulence, becomes more dominant than the
component generated by the multi-phase flow related phenomena as the phase-Reynolds number increases.

5. A parametric study of oil–water interface related phenomena

The main difference between a pipe flow in a single-phase regime and a multi-phase stratified flow is the
existence of the oil–water interface. It is widely reported that the oil–water interface is stable for a very limited
range of sufficiently small phase velocities. As the phase-velocities increase, small amplitude, regular waves
develop at the interface. A further increase of the phase velocities leads to a development of irregular,
three-dimensional large amplitude roll waves. These waves usually make entrainment of drops, from their
crest into the opposite continuous phase, possible. Both entrainment and interfacial waves can have a strong
influence on the wall- and interfacial-shear stresses. In addition, the oil–water interface is usually not flat, but
more or less curved. All these phenomena, acting alone or in combination, can make the wall-shear stress to
differ significantly from the corresponding shear-stress in a single-phase flow with the same Reynolds number.
The following parametric studies have been performed in order to investigate the influence of these phenom-
ena on the wall-shear stress and possibilities to represent these phenomena within the two-fluid modelling
practice. It was reported by Angeli and Hewitt (2000) and Valle and Kvandal (1995), among others, that
the oil–water interface can be strongly curved. However, the preliminary results of the parametric study on
the curved interface, using a model proposed by Brauner et al. (1998), showed that the curved interface alone
(without taking into account the effect of the thin film on the wall-shear stress) can not explain the main
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prediction errors. The focus of the following parametric studies is on drop entrainment and on waviness of the
oil–water interface.
5.1. Interfacial waves

The existence of the oil–water interface related phenomena is a possible reason for failure of the two-fluid
model to accurately predict the phase velocities. This made the phase-interface physics an interesting research
topic that has been widely exploited in the last decades. However, the gas–liquid interface was mainly inves-
tigated while very limited research exists on the liquid–liquid interface. A better insight into the wave struc-
tures and their interaction with the phase current flows is a necessary pre-requisite for improving the
standard two-fluid modelling approach.

The liquid–liquid interface is smooth only for low phase velocities, while the increase of the phase velocities
leads to the occurrence of interfacial waves. Depending on the fluid properties and phase velocities, complex,
both two- and three-dimensional, wave structures may occur with a wide range of frequencies and amplitudes
(Fernandino and Ytrehus, 2006). Large-amplitude roll-waves lead to entrainment of drops into the opposite-
phase layer. These waves, whose shape is in fact unknown, can dramatically affect both the interfacial-shear
stress, increasing the drag between phases, and the wall-shear stress. Lodahl et al. (1998) investigated the inter-
action of single-phase oscillatory flow and current in a circular, smooth pipe. They found that, depending on
the flow regime, turbulence can be both laminarized (leading to drag reduction) and intensified (increasing the
drag). These results are also relevant for the multi-phase-flow research since the existence of the interfacial
waves can impose oscillatory flow in the upper and lower fluid layers.

The present parametric study is conducted in order to assess the differences between the wall-shear stress,
calculated by closure relation (4), with and without assuming the existence of waves at the oil–water interface.
The interfacial waves are approximated by periodic, regular sinusoidal waves with a certain frequency and
amplitude, see Fig. 8. In the case of an oscillatory flow, it is important to distinguish between mean and ensem-
ble averaging. The variables (shear-stresses, water and oil hold-ups, phase velocities, etc.) at different cross-sec-
tions are assumed to be ensemble-averaged, e.g.
~/ðxtÞ ¼ 1

N c

XN c

j¼1

/½t þ ðj� 1ÞT �; ð28Þ
where ~/ is the ensemble-averaged variable, x is the angular frequency of the oscillatory flow, t is time, and Nc

is the total number of cycles sampled. The ensemble-averaged variables differ in different cross-sections, e.g.
cross-sections I and II, see Fig. 8. The time-averaged variables are defined as the period-averaged values of
the corresponding ensemble-averaged values:
/ ¼ 1

T

Z T

0

~/ðxtÞ; ð29Þ
where T is the period of the oscillatory waves. The time-averaged variables are the same in each cross-section
of the domain.

In order to satisfy the continuity equation, the wave velocity C has to be introduced. The coordinate system
is attached to the wave and moving by the wave velocity C which means that the wave is stationary while oil
and water are moving relative to the wave velocity. Due to the continuity constraint, the phase mass-fluxes are
the same in any cross-section, and they are taken to be equal to the mean values from the experiments:
ðqoðU o � CÞAoÞexp ¼ qoð eU o � CÞ~Ao; ð30Þ
ðqwðU w � CÞAwÞexp ¼ qwð eU w � CÞ~Aw; ð31Þ
where the subscript exp stands for the experimental data. The oil and water velocities U o, Uw, eU o and eU w are
velocities relative to the pipe wall which means that they can be used for the wall and interfacial shear-stress
calculation. The wave velocity can be estimated from the recorded movies only for a few experimental points
for which the oil/water interface is clearly visible and waves are more regular, as e.g. in Fig. 9. It appears that
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the wave velocity is always between Uo and Uw (more often closer to the higher velocity). Since no reliable
model exists for an accurate estimation of the large amplitude interfacial waves, we roughly estimate the wave
velocity by
C ¼ Uo þ Uw

2
: ð32Þ
Now, the water hold-up in any cross-section is defined as
~ew ¼ ew þ Ae sinðxtÞ; ð33Þ

where Ae is the amplitude of the water-hold-up oscillations. The lower limit for Ae is 0 while the upper limit is
defined by the following expression:
Ae ¼ min½~ew; ð1:0� ~ewÞ�: ð34Þ

Eq. (34) allows the ensemble-averaged water hold-up to be equal to 1 (the wave amplitude is equal to the
height of the thinner phase layer) or 0 (the waves do not exist) in extreme limits. A finite number of the
cross-sections are placed within one wavelength. For each cross-section, the ensemble-averaged cross-section
areas ð~Ao; ~AwÞ are calculated based on the known ~ew, and the ensemble-averaged phase velocities are then cal-
culated from Eqs. (30) and (31). The ensemble-averaged wall-shear stresses can then be calculated along the
wall using Eqs. (4) and (5). Finally, the mean-averaged wall-shear stresses are calculated as follows:
swave ¼
1

Ns

XN

0

~s; ð35Þ
where Ns is the number of the cross-sections within the wavelength and ~s is the ensemble-averaged wall-shear
stress calculated as
~s ¼ 1

2
q~f eU 2; ð36Þ
Fig. 9. Picture of the interfacial waves, recorded by Rodriguez and Oliemans (2006).
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where ~f is the ensemble-averaged skin-friction coefficient and eU is the ensemble-averaged phase velocity. For
the sake of simplicity, in the following text the over-line (e.q. swave), used to denote the mean-averaged vari-
ables, is omitted. The wall-shear stress produced by the stratified flow with the smooth, steady interface
(Ae = 0) is defined as
sðAew ¼ 0Þ ¼ 1

2
qf U 2: ð37Þ
In this parametric study, we do not solve the two-fluid model equations but search for the value of Ae that
produces the minimal deviation between the oil and water mean-wall-shear stresses and the corresponding
shear stresses found to satisfy the two-fluid equations when experimental data are imposed (calculated in Sec-
tion 4). The shear stress deviation is defined as
dev ¼ jso � so;wavej
so

þ jsw � sw;wavej
sw

; ð38Þ
where so and sw are the oil and water wall-shear stresses determined by the parametric study in Section 4. In
the adopted equations, the wave frequency does not play a role in the determination of the wall-shear stresses.
However, it has been experimentally confirmed that the wave frequency determines the way in which the cur-
rent flow interacts with the waves (Lodahl et al., 1998).

Fig. 10a and b show comparisons between the wall-shear stresses that satisfied the two-fluid-model equa-
tions (so and sw), and the wall-shear stresses so,wave and sw,wave, calculated by Eq. (35) for the experimental
points with ew > 0.5. In parallel, so and sw are compared with the wall-shear stresses calculated by Eq. (35),
with an assumption of smooth, steady interface (Ae = 0). Fig. 10a shows the wall-shear-stress errors on the
oil side. The errors can be as high as 80% when a smooth interface is assumed. If the wavy oil–water interface
is considered, the shear-stress errors can be significantly reduced for all of the experimental points except for
those points for which the wall-shear stress is found to be smaller than the corresponding shear stress of the
single-phase flow (the error for these points has a negative sign). The reduction of the wall-shear stress cannot
be predicted by the existing closure relations.

The wall-shear-stress errors for the water-wetted wall, shown in Fig. 10b, are also reduced for most of the
experimental points even though not so significantly as on the oil side. It is realistic that the interfacial waves
influence more strongly the wall-shear stress on the thinner-layer side (the oil layer in this case) than the wall-
shear stress on the thicker(water)-layer side.

The wave amplitudes that minimize the error, defined by Eq. (38), are shown in Fig. 10c and d. Both fig-
ures show the same wave amplitudes but relative to different phase-layer thicknesses. The amplitude values
cannot be experimentally confirmed and should be taken with caution. Moreover, the wave velocity, which is
roughly estimated, can strongly influence the predicted amplitude values. However, the recorded movies of
the oil–water flow, made by Rodriguez and Oliemans (2006), reveal that the predicted values of the interfa-
cial-wave amplitudes are not unrealistic, at least for some of the experimental points. The amplitudes pre-
dicted by this parametric study, are amplitudes of those waves that can influence the wall-shear stress
calculated by Eq. (36). These amplitudes do not necessarily correspond to the amplitudes of real, physical
interfacial waves.

Fig. 11 shows the results for the experimental points for which water forms a thinner layer at the bottom of
the pipe (ew < 0.5). The trends are similar to those previously observed. The calculation of the wall-shear
stress, wetted by the thinner layer, is strongly affected if the presence of the large-amplitude waves is assumed,
see Fig. 11b. The water shear-stress error can be significantly reduced if the interfacial waves are considered.
The wall-shear stress on the oil (thicker) side is less affected by the waves, see Fig. 11a. The resulting wave
amplitudes are shown in Fig. 11c and d. The present parametric study suggests that only the high amplitude
waves have a significant influence on the wall-shear stress.

This parametric study shows that the mean-flow-rates can produce a rather different value of the wall-shear
stress modelled by Eq. (4), depending on the assumption for the state of the oil–water interface. For most of
the experimental points, the prediction of the wall-shear stress is improved if interfacial waves of certain
amplitude, are assumed. The consideration of the interfacial waves can offer an explanation for the significant
difference between the wall-shear stress values in single-phase and multi-phase flows. Lodahl et al. (1998)
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Fig. 10. (a) Comparison of so,wave and so,st with so for ew > 0.5; (b) comparison of sw,wave and sw,st with sw for ew > 0.5; (c) the wave
amplitude relative to the oil-layer thickness for ew < 0.5; (d) the wave amplitude relative to the water-layer thickness for ew < 0.5.
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found that the transition to turbulence, that occurs at Re � 2000 for a current flow, is delayed by superimpos-
ing an oscillatory flow on the current. The flow becomes turbulent only after Re reaches a value of about 7500
in the case of the combined (current and oscillatory) flow. They found that the suppression of turbulence
occurs if the flow is wave-dominated with the oscillatory component of the flow in the laminar regime. On
the other hand, the wall-shear stress increases, compared to the pure current regime, if the flow becomes
wave-dominated with the oscillatory boundary layer in the turbulent regime. It was shown that the wall-shear
stress can be as high as four times the wall-shear stress of the pure current. Interestingly, the wall-shear stress
stays unchanged, compared to the pure current values, as long as the flow remains current-dominated, even if
the oscillatory boundary layer is in the turbulent regime.

The results from the parametric study, presented in Section 4, show that the wall-shear-stress reduction
occurs when the phase-Reynolds number is in the laminar or low-Reynolds number regimes. The phase-Rey-
nolds number is between 1000 < Re < 3000 for all but one of the experimental points for which the wall-shear
stress is reduced compared to the single-phase flow. The experimental points for which the wall-shear stress is
reduced, are characterised by small phase-velocities. It is likely that the small phase-velocity will produce an
oscillatory flow with a laminar regime, which is a necessary pre-requisite for the suppression of turbulence,
according to Lodahl et al. The present parametric study reveals that the flow regimes for which the wall-shear
stress is strongly affected by the presence of the interfacial waves are characterised by a moderate phase-Rey-
nolds number (the phase-Reynolds numbers that are significantly smaller than the maximum phase-Reynolds
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Fig. 11. (a) Comparison of so,wave and so,st with so for ew < 0.5; (b) comparison of sw,wave and sw,st with sw for ew < 0.5; (c) the wave
amplitude relative to the oil-layer thickness for ew < 0.5; (d) the wave amplitude relative to the water-layer thickness for ew < 0.5.
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number for which the flow pattern is still classified as stratified) and interfacial waves with the high wave
amplitudes. For such a flow, it is possible that the oscillatory Reynolds number is larger than the phase-Rey-
nolds number. This is a condition in which the wall-shear stress is larger than the wall-shear stress of the pure
current, according to Lodahl et al. Finally, the Reynolds number of the oscillatory flow simply cannot follow
the Reynolds number of the current since the wave amplitude is confined by the thinner-layer height, and the
flow inevitably becomes current dominated. This could explain the trend of the error reduction with increase
of the phase-Reynolds number noticed in Section 3.2. The part of the wall-shear stress induced by the oscil-
latory flow then becomes negligible compared to the total wall-shear stress as the phase-layers become highly
turbulent.

5.2. Drop entrainment

Fig. 12a and b schematically describe two flow patterns: stratified flow, where no mixing of the phases
occurs at the interface and dual continuous flow, where droplets of the opposite phase exist in the upper
and lower layers. Entrainment of one phase into the other occurs when the interfacial-shear stress becomes
sufficiently high to drag part of the fluid into the continuous layer of the opposite phase. The high-amplitude
interfacial waves can create a condition for entrainment occurrence since the drag between phases increases
rapidly at the crest of the waves.



oil layer

water layer

H
w

Al

Au water droplets

oil droplets

H
l

upper dispersion

lower dispersion

a b

Fig. 12. Schematic description of (a) stratified flow without drop entrainment; (b) stratified flow with drop entrainment.
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The common name for the flow patterns where both phases form continuous layers at the top and bottom
of the pipe respectively, with the presence of dispersed drops of the opposite phase at various concentrations,
is dual continuous flow. Angeli and Hewitt (2000) reported on a three layer flow pattern, which was observed
for mixture velocities of 0.7–1.3 m/s and water volume fractions of 0.3–0.5. This flow pattern has two distinct
layers of oil and water at the top and bottom of the pipe, respectively with a layer of drops around the inter-
face. Stratified flow with mixing at the interface (ST&MI) was observed at approximately the same mixture
velocities as the three layer flow and at water volume fractions below 0.3 and above 0.5.

Lovick and Angeli (2004) have performed detailed studies of the dual continuous flow pattern in oil–water
flows. They observed entrainment of phases at lowest 0.8 m/s mixture velocity and up to 3 m/s mixture veloc-
ity. It was found that at the lower mixture velocities, the drops are mainly concentrated around the phase
interface, while at higher mixture velocities, the dispersed phase increases and extends towards the pipe wall.

5.2.1. Two-dispersion model (TDM)
Two different routes for entrainment representation, within two-fluid modelling, have been explored. In the

first route, we assume that the entrained drops form a stable dispersion in the upper and lower stratified layers.
We denote this approach as the two-dispersion model. In reality this condition might occur if the inertia forces
in the continuous layer are sufficient to overcome buoyancy forces that tend to drag the entrained drops back
to the layer of origin. The entrainment parameters, in this approach, are defined as
Eo ¼
Ao droplets

Ao

; ð39Þ

Ew ¼
Aw droplets

Aw

; ð40Þ
where Ao_droplets and Aw_droplets are areas covered by the oil droplets in the water continuous phase and the
water droplets in the oil continuous phase, respectively. It is obvious that the heights of the upper and lower
layers (Hl and Hu), the upper and lower cross-sectional areas (Au,Al), and the wetted perimeter (Su, Sl and Si)
depend on the amount of drops that entrains into the opposite layer.

The lower and upper cross-section areas are calculated as follows:
Al ¼ Awð1:0� EwÞ þ AoEo; ð41Þ
Au ¼ Aoð1:0� EoÞ þ AwEw; ð42Þ
where the subscripts o and w refer to oil and water respectively. The oil and water cross-section areas (Ao and
Aw) are calculated from the water hold-up. Knowing the entrainment parameters, the flow geometry can be
calculated.
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If we assume that the entrained drops have the same velocity as the continuous layer, the mixture densities
of the upper and lower layers are defined as
ql ¼
qoAoEo þ qwAwð1� EwÞ

Al

; ð43Þ

qu ¼
qwAwEw þ qoAoð1� EoÞ

Au

: ð44Þ
The mass balances on the oil and water read:
U osA ¼ U uðAu � AwEwÞ þ U lAoEo; ð45Þ
U wsA ¼ U lðAl � AoEoÞ þ U uAwEw: ð46Þ
These two equations define the in situ velocities in the upper and lower layers (Uu and Ul) in terms of the
hold-ups and input flow-rates. The superficial velocities of the lower and upper layers can be derived from Eqs.
(45) and (46):
U us ¼
AlU os � EoAoðU os þ UwsÞ

Al � EoAo � EwAwAl

Au

; ð47Þ

U ls ¼
AuU ws � EwAwðUws þ U osÞ

Au � EwAw � EoAoAu

Al

: ð48Þ
The mixture viscosities of the upper and lower phases are calculated as described in Section 2.2. Here, the
water hold-ups in the upper and lower layers are defined as
ewu ¼
AwEw

Au

; ð49Þ

ewl ¼
Awð1� EwÞ

Al

: ð50Þ
The upper and lower layers can be treated both as water-in-oil and oil-in-water dispersions, depending on
the critical water cut. In extreme limits, Eo! 0 and Ew! 1 or Eo! 1 and Ew! 0, the solution of the homo-
geneous model is restored.

Since no entrainment model exists, the entrainment parameters need to be pre-defined. In the current study,
the oil and water entrainment parameters are gradually increased from 0 to 1. The superficial velocities are
calculated for finite combinations of the oil and water entrainment parameters (the entrainment parameters
are gradually increased with some small step values). The resulting entrainment values are then those that pro-
duce a minimal prediction error. Even though the existence of interfacial waves are a necessary pre-requisite
for entrainment to occur, the influence of the wavy interface on the wall- and interfacial-shear stresses is not
taken into account for the sake of simplicity. The aim of this parametric study is to investigate the influence of
entrainment terms in the two-fluid model on the model accuracy. However, at this point the values of the
entrainment parameters thus found cannot be experimentally confirmed and need to be taken with caution.

It is realistic to assume that entrainment of one phase into the other exists for the experimental points with
the ST&MI and Do/w & w flow patterns. Fig. 13 shows a comparison between the model results and the
experimental data. Fig. 13a and c present results for the experimental points with water hold-up larger than
0.5, while Fig. 13b and d shows results for the points with ew < 0.5. As it can be seen in Fig. 13, there are points
for which it is possible to find Eo and Ew values that significantly reduce the prediction errors for Uos and Uws.
For the experimental points with ew > 0.5, the average error for the oil superficial velocities reduces from 55%
to 27%, while the maximum deviation decreases from 195% to 77%. The water superficial velocities are
improved for most of the experimental points, see Fig. 13c. However, the velocities for four points are signif-
icantly overpredicted compared to both the experimental values and the two-fluid model results. It is interest-
ing to notice that these four points all belong to ST&MI and have rather similar flow parameters
(95 < dp

dx ½Pa=m� < 129 and 0.75 < ew < 0.9). Furthermore, the maximum deviation for the water superficial
velocity is 15.5%, if these four points are excluded. This might indicate that the flow condition of these points
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Fig. 13. Comparison of the two-dispersed model (TDM) results with the experimental data: (a) Uos for the exp. points with ew > 0.5;
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is closer to a fully stratified flow than to the dual continuous flow. In that case the interfacial waves are more
likely to cause the large prediction error of the oil velocity than the drop entrainment.

Generally, the TDM results for Uos are more significantly influenced, compared to the two-fluid-model
results, than the results for Uws. This is not unexpected since the water-wetted wall is relatively far from
the interface and thus less affected by entrainment of oil. Lovick and Angeli (2004) observed that the size
and number of drops dispersed in the continuous phase decreases, as the distance from the interface increases.
It is interesting to notice that the averaged and maximum prediction errors for Uws, predicted by the standard



1388 M. Hadžiabdić, R.V.A. Oliemans / International Journal of Multiphase Flow 33 (2007) 1365–1394
two-fluid model for the experimental points with ew > 0.5, are significantly smaller than those for the corre-
sponding oil layer. The flow patterns are predicted with a similar accuracy (67%) as for the two-fluid model.

The resulting entrainment parameters are shown in Fig. 14a. Fig. 14c shows which phase entrains more into
the opposite layer (e.g. Ao_droplets/A = Eoeo). From this figure, it can be seen that the entrainment of oil drop-
lets in the water zone is higher than the entrainment of the water droplets in the oil zone, for most of the exper-
imental points. This is in line with the experimental findings of Valle and Kvandal (1995). However, the
entrainment fractions they found (defined as in Fig. 14c and d) have a maximal value of 0.1. Although the
oil and water properties in the Valle and Kvandal (1995) experiments differ from those used in the experiments
of Rodriguez and Oliemans, this might indicate that some of the resulting oil and water entrainment param-
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Fig. 14. Resulting entrainment parameters: (a) Eo and Ew for the exp. points with ew > 0.5; (b) Eo and Ew for the exp. points with ew < 0.5;
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M. Hadžiabdić, R.V.A. Oliemans / International Journal of Multiphase Flow 33 (2007) 1365–1394 1389
eters are not realistic. It is indicative that all points with the Do/w & w flow pattern have Eo and Ew close to
the values found by Valle and Kvandal while the points denoted as ST&MI have higher values of Eo and Ew.

The results for the experimental points with water hold-up smaller than 0.5 reveal that, for these points, the
stable dispersions in the upper and lower layers probable do not exists. While both averaged and maximal
prediction errors for the water superficial velocity are significantly reduced, the oil superficial velocities are
overpredicted for almost all points. The resulting water and oil entrainment parameters, shown in Fig. 14b
and d, are not realistic. The oil entrainment parameters are very high for almost all experimental points. This
implies that all of the oil is entrained into the lower layer, creating oil continuous flow. The experimental
observation confirms that this scenario is not possible.

5.2.2. Two-fluid model with entrainment (TFE)

In the second approach, we assume that entrained drops exchange momentum with the continuous layer
after which they are forced back to the layer of origin due to the buoyancy forces. In order to use the
mean-averaged water hold-up for calculation of the water-layer height, the entrainment rate has to be equal
to the rate of deposition of the entrained drops. This scenario is likely to occur when the oil and water veloc-
ities are relatively small, so the inertia forces are not strong enough to overcome the buoyancy forces that tend
to re-establish the fully stratified condition.

If we consider the water and oil layers, shown in Fig. 15, to be two control volumes, the convection terms in
the momentum equations are defined as follows:
Z

qwUwU w;j dSj ¼ � _mwUw þ _mwUw þ _EwUw � _EoUo � _EwUo þ _EoUw ¼ ðU w � UoÞð _Ew þ _EoÞ; ð51ÞZ
qoUoU o;j dSj ¼ � _moU o þ _moU o þ _EoU o � _EwU w � _EoU w þ _EwU o ¼ �ðUw � U oÞð _Ew þ _EoÞ; ð52Þ
where j denotes a control-volume-face value, _mo and _mw are the oil and water mass fluxes respectively, _Eo and
_Ew are the oil and water entrainment rates respectively. The first two terms in the LHS of Eqs. (51) and (52) are
convective transport of momentum through the left and right control volume boundaries. Terms with _Eo and
_Ew represent convective transport of momentum through the interface boundary due to the oil and water drop
entrainment respectively. The sign of these terms depends on whether drops are entering or leaving the con-
tinuous layer. It is assumed that the drop entrains into the opposite layer with the axial velocity equal to the
axial velocity of the layer of origin. In the moment of deposition, the drop axial velocity is equal to the axial
velocity of the host layer. From Eqs. (51) and (52), it follows that the entrainment rates are defined as
_Eo ¼ qoV oSi|fflfflffl{zfflfflffl} _eo L; ð53Þ

_Ew ¼ qwV wSi|fflfflfflffl{zfflfflfflffl} _ew L; ð54Þ
where Vo and Vw are the wall-normal velocities of the oil and water drops at the oil–water interface respec-
tively, L is the pipe length and _Eo and _ew are the oil and water specific entrainment rates respectively. The
momentum equations for the water and oil phases now read:
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Fig. 15. Schematic description of the drop entrainment.
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� dP
dx
þ so

So

Ao

� si
Si

Ao

þ qog sin a� 1

Ao

ðU w � UoÞð _ew þ _eoÞ ¼ 0; ð55Þ

� dP
dx
þ sw

Sw

Aw

� si

Si

Aw

þ qwg sin aþ 1

Aw

ðUw � U oÞð _ew þ _eoÞ ¼ 0: ð56Þ
The new term in the oil and water momentum equations is a redistributive term, which represents the trans-
fer of momentum from one phase to the other and vice-versa. The transport of momentum across the interface
is a function of the phase-velocity difference. This is physically well founded since the entrainment is a conse-
quence of the sufficiently large interfacial-shear stress. Thus, the entrainment term can be expressed as func-
tion of the interfacial-shear stress that is defined by Eq. (8).

In this parametric study, the oil and water entrainment rates _eo and _ew are parameters. The resulting
entrainment parameters are those that minimize the velocity prediction error, compared to the experimental
results. Fig. 16a and b present the resulting superficial velocities for the experimental points for which the
water hold-up is larger than 0.5. The standard two-fluid model overpredicts the oil superficial velocity while
the water superficial velocity is relatively well predicted. The two-fluid model with entrainment significantly
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improves the prediction of the oil velocity, while the prediction of the water velocity becomes less accurate
with the averaged error of 15% increasing to 22%. This is expected since the entrainment term in the momen-
tum equations redistributes the available momentum between the phases. It was shown in Section 4 that the
standard two-fluid model underpredicts the wall-shear stress on both water and oil side for most of the exper-
imental points. This implies that the redistribution of the phase momentums can only be beneficial for the
lower-velocity phase.

The results for the second set of the experimental data (ew < 0.5) are shown in Fig. 16c and d. Here, there is
no significant change in the superficial velocities results, neither for the oil or water phase, compared to the
values obtained with the standard two-fluid model. This suggests that for these points drop entrainment
has a minor effect on the wall-shear stress.

Fig. 17a and b present the entrainment rates normalized by the corresponding phase and total mass-flow
rate, respectively. The maximum entrainment rate that occurs is around 12% or 8%, depending on the normal-
ization variable. The resulting entrainment rates are in the same range as those found by Valle and Kvandal
(1995). The thicker layer phase entrains more into the thinner layer than opposite. This is in line with the
experimental findings of Valle and Kvandal (1995). The highest water entrainment rates occur around
hw/D � 0.7, while a trend of the oil entrainment-rate distribution is not so clear. The distribution of the
entrainment rates shows that more entrainment occurs for the points with hw/D > 0.5. Neither, the two-dis-
persion model nor the two-fluid model with entrainment, predicts the superficial velocities significantly better
for the experimental points with ew < 0.5, compared to the results obtained with the standard two-fluid model.
This leads us to conclude that the high prediction errors for the experimental points with ew < 0.5 cannot be
explained by entrainment, or at least not by entrainment alone.

As mentioned earlier, the flow dynamics of the oil–water flow with a thin layer of oil or a thin layer of water
can be rather different due to the different fluid properties. Both parametric studies, with the two-dispersion
model and two-fluid model with entrainment, suggest that the flow dynamics of the oil–water flow significantly
differs depending on the fluid properties of the thin layer. This still has to be confirmed experimentally.
Fig. 18a shows that the differences between the oil and water Reynolds numbers are significant for the exper-
imental points with ew > 0.5. For these points, the more viscous phase (oil) flows in the thin layer at the top,
which implies a smaller Reynolds number compared to the Reynolds number of the water phase.

However, the differences between the oil and water Reynolds numbers are not so high for the experimental
points with ew < 0.5, see Fig. 18b. Now, the less viscous phase (water) flows in the thin layer at the bottom.
Due to the different viscosities, the differences between the phase-velocities are significantly higher when oil
forms a thin layer at the top than the other way around. This may have a profound impact on the flow dynam-
ics since both interfacial waves and entrainment are strongly influenced by the phase-velocity difference.
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6. Conclusions

The two-fluid model, traditionally used for predicting the pressure drop and water hold-up, is used to cal-
culate the superficial velocities in horizontal oil–water flow. The highest prediction errors, for both the stan-
dard and inverse calculations, are present for the experimental points in stratified regions characterised by low
or high values of the water hold-ups and low values of the pressure drop. It is experimentally observed that
these flow regimes are often characterised by strong drop entrainment and/or high amplitude interfacial
waves. The standard closure relations cannot predict the effects of these phenomena on the wall- and interfa-
cial-shear stresses, which is the most probable reason for high prediction errors. It appears that oil and water
wall-shear stresses, that satisfied the two-fluid-model equations, can be both smaller and larger than the wall-
shear stress in the corresponding single-phase flow. Reduction of the wall-shear stress occurs when the corre-
sponding phase is in the laminar or transition-to-turbulent regime. The component of the total wall-shear
stress due to the single-phase-like turbulence is less dominant than the component due to the multi-phase-flow
phenomena, when the phase-Reynolds number is smaller than some critical value. An increase of the phase-
Reynolds number diminishes the influence of the multi-phase flow related phenomena on the wall-shear stress.
This leads to a better model accuracy for the experimental points with high phase-Reynolds numbers. The
flow-rates of the experimental points with a dispersed flow pattern are predicted by approximately the same
accuracy as the corresponding pressure drop and water hold-up.

Even though the same mathematical model is used, the averaged and maximal calculation errors, when the
two-fluid model is used, are higher when the phase flow-rates are calculated. The most probable reasons for
different model accuracies, depending on the calculated variables, are different measurement uncertainties of
the input variables and a high sensitivity of the calculated phase flow-rates on even a small change of the water
hold-up for certain flow regimes. It was reported by Rodriguez and Oliemans (2006) that for these flow
regimes, the pressure drop and water hold-up measurement uncertainties are significantly higher than the
uncertainties in the flow-rate measurements.

In order to address an effect of the interfacial waves and drop entrainment on the wall- and interfacial-
shear stress, parametric studies have been conducted. A parametric study of the interfacial waves shows that
the mean oil and water mass-fluxes can generate very different wall-shear stresses depending on the assumed
state of the oil–water interface. The wall-shear stresses calculated by the standard closure relations and with
an assumption of a smooth interface, significantly differ from the wall-shear stresses that satisfy the momen-
tum equation for the oil and water phases. If interfacial waves of certain amplitudes are considered, the
difference between the experimentally determined and calculated wall-shear stresses can be considerably
reduced. This parametric study predicts that only high amplitude waves have a significant effect on the
wall-shear stresses.
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Two different routes are adopted in a parametric study of drop entrainment. The two-dispersion model
assumes that drop entrainment leads to formation of upper and lower dispersions. The mixture properties
of the dispersions are calculated as in the homogeneous model. The wall-shear stress is affected by the changed
fluid properties of the lower and upper layers, compared to the properties of the pure water and oil phases.
The results for the experimental points with ew > 0.5, obtained by the two-dispersion model, are improved
for the oil velocity. The prediction accuracy of the water velocity stays approximately the same as the one
obtained by the standard two-fluid model. However, the two-dispersion model predicts too small a water
velocity for four experimental points which are otherwise accurately predicted by the standard two-fluid model
(with an error smaller then 30%).

For most of the experimental points, the entrainment parameters for ew > 0.5 are close to those found by
Valle and Kvandal (1995). However, unphysical entrainment parameters are obtained for all experimental
points with ew < 0.5. For those points, the Reynolds number of the thicker, oil-dominated layer is not partic-
ularly high, which means that turbulence is not strong enough to homogeneously dispersed the water drops. It
is concluded that for these points the assumptions behind the two-dispersion model are not met.

In another approach, drop entrainment is taken into account by an extra term in the phase momentum
equations. This term represents the exchange of the entrained-drop momentum with the host layer. The
oil-velocity results are improved significantly for the experimental points with ew > 0.5, while the water veloc-
ity is predicted with a similar, relatively high, accuracy as by the standard two-fluid model. The errors in pre-
dicting the water and oil velocities in case of a thin layer of water could not be reduced with the two-fluid
model with entrainment. These stay as high as those produced by the standard model.

The resulting entrainment flow-rates, for ew > 0.5, are in the same range as the experimentally found values
by Valle and Kvandal (1995). This suggests that the assumptions behind the two-fluid model with entrainment
are more realistic than those used for the derivation of the two-dispersion model. Both models suggest that
drop entrainment is not the main reason for high prediction errors when the water forms a thin layer at
the bottom of the pipe. However, detailed experimental data on interfacial-wave amplitudes and frequencies,
as well as on entrainment rates are necessary to validate the findings of these parametric studies.
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